
CS 330

Deep Mul,-Task and Meta Learning

1



The Plan for Today

1. Course goals & logis,cs 
2. Why study mul,-task learning and meta-learning?

Key	learning	today: what is mul,-task learning??
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Introductions

Chelsea Finn
Instructor

Eric MitchellYoonho LeeSuraj Nair
Head TA TA TA

Max Sobol Mark
TA

Amelie Byun
Course Coordinator

Eric FrankelKyle HsuFahim Tajwar
TA TA TA
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Welcome!

First ques,on: How are you doing?
(answer by raising hand)
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Informa,on & Resources

Course	website:	hQp://cs330.stanford.edu/	

Ed:	Connected to Canvas 

Staff	mailing	list:	cs330-aut2223-staff@lists.stanford.edu	

Office	hours:	Check course website & Canvas, start	on	Weds.

We have put a lot of info here 
Please read it. :)
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OAE leQers can be sent to staff mailing list or in private Ed post.

http://cs330.stanford.edu/


What will you learn in this course?

1. The founda,ons of modern deep learning methods for learning across tasks 

2. How to implement and work with prac,cal mul,-task & transfer learning 
systems (in PyTorch) 

3. A glimpse into the scien,fic and engineering process of building and 
understanding new algorithms
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Topics
1. Mul,-task learning, transfer learning basics 
2. Meta-learning algorithms 

(black-box approaches, op,miza,on-based meta-learning, metric learning) 
3. Advanced meta-learning topics  

(meta-overfi]ng, unsupervised meta-learning, Bayesian models) 
4. Unsupervised pre-training for few-shot learning 
5. Rela,on to founda,on models & in-context learning 
6. Domain adapta,on & generaliza,on 
7. Lifelong learning 
8. Open problems

Emphasis on deep	learning 
techniques.

New:	No RL lectures or HWs.

Case	studies	of	important	&	@mely	applica@ons	
- Mul,-task learning in recommender systems 
- Meta-learning for land cover classifica,on, educa,on 
- Few-shot learning in large language models

Zhao	et	al.	Recommending	What	Video	to	Watch	Next.	2019 Brown	et	al.	Language	Models	are	Few-Shot	Learners.	2020

New!}
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Why no RL? What if I want to work on it?

- New	course in Spring quarter (CS224R: Deep Reinforcement Learning) 

- Removing RL makes the course more	accessible. 

- You can s,ll explore RL topics in final project.

New:	No RL lectures or HWs.
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Lectures & Office Hours
Lectures	
- In-person, livestreamed, & recorded 
- Two guest lectures (TBD) 

Ask	ques/ons!	
- by raising your hand 
- by entering the ques,on in zoom chat

Office	hours	
- mix of in-person and remote
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Pre-Requisites

Pre-requisites: CS229 or equivalent.

PyTorch: 
- Assignments will require training networks in PyTorch. 
- Fahim will hold a PyTorch review session on Thursday, Sep 29, 4:30 pm PT.
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Assignments

Homework 1: Multi-task data processing, black-box meta-learning

Homework 2: Gradient-based meta-learning & metric learning

Homework 3: Fine-tuning pre-trained models

Grading: 50% homework, 50% project

6 late days total across: homeworks, project-related assignments

Homework 4 (optional): Bayesian meta-learning & meta-overfitting

maximum of 2 late dates per assignment

Homework 0: Multi-task learning basics 5% of grade

(replaces 15% of HW or project)

15% of grade each}

Collaboration policy: Please read course website & honor code. 
Document collaborators & write up HW solutions on your own.
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Final Project

Research-level project of your choice

- in groups of 1-3 students 
- if applicable, encouraged to use your research! 
- can share with other classes, with slightly higher expectation 
- same late day policy as HWs  

(but no late days for poster)

Poster presentation on December 7th.
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Ini,al Steps

1. Homework 0 is out — due Monday at 11:59 pm PT 
2. Start forming final project groups if you want to work in a group

13



The Plan for Today

1. Course goals & logis,cs 
2.Why	study	mul0-task	learning	and	meta-learning?
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Some of Chelsea’s Research 
(and why I care about multi-task learning and meta-learning)
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Xie, Ebert, Levine, Finn, RSS ‘19

Why robots? Robots can teach us things about intelligence.

Robots.

faced with the real world 

must generalize across tasks, objects, environments, etc 

need some common sense understanding to do well 

supervision can’t be taken for granted

Levine*, Finn*, Darrell, Abbeel. 
JMLR ‘16

Yu*, Finn*, Xie, Dasari, Zhang, 
Abbeel, Levine, RSS ‘18

How can we enable agents to learn a breadth of skills in the real world?
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Beginning of my PhD

The robot had its eyes closed. Levine et al. ICRA ‘1517



Levine*, Finn* et al. JMLR ‘1618



Finn et al. ICRA ‘1619



Learn one task in one environment, starting from scratch

Finn et al. ‘16 Yahya et al.  ‘17
Ghadirzadeh et al. ’17Chebotar et al. ’17 Atari locomotion

Robot reinforcement learning Reinforcement learning
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Behind the scenes…

It’s not practical to collect a lot of data this way.
Yevgen is doing more work than the robot!

Yevgen
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Not just a problem with reinforcement learning & robotics.

Learn one task in one environment, starting from scratch

Finn et al. ‘16

More diverse, yet still one task, from scratch, with detailed supervision

Yahya et al.  ‘17

Ghadirzadeh et al. ’17Chebotar et al. ’17 Atari locomotion

Robot reinforcement learning Reinforcement learning

machine translation object detectionspeech recognition

specialists
[single task]

using detailed supervision
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Humans are generalists.

Source: https://youtu.be/8vNxjwt2AqY23

https://youtu.be/8vNxjwt2AqY


vs.

Source: https://i.imgur.com/hJIVfZ5.jpg24

https://i.imgur.com/hJIVfZ5.jpg


Why should we care about multi-task & meta-learning?
…beyond the robots and general-purpose ML systems
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Why should we care about multi-task & meta-learning?
…beyond the robots and general-purpose ML systems

deep
v

26



Slide adapted from Sergey Levine

Standard	computer	vision:	
hand-designed	features

Modern	computer	vision:	
end-to-end	training

Krizhevsky et al. ‘12

Deep	learning	allows	us	to	handle	unstructured	inputs	(pixels,	language,	sensor	readings,	etc.)
without	hand-engineering	features,	with	less	domain	knowledge
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Source: Wikipedia

AlexNet

Deep	learning	for	object	classifica0on Deep	learning	for	machine	transla0on

GNMT: Google’s neural 
machine transla,on 

(in 2016)

PBMT: Phrase-based 
machine transla,on

Human evalua,on scores on scale of 0 to 6

Why deep mul0-task and meta-learning?28



What	if	you	don’t	have	a	large	dataset?
medical imaging robo,cs personalized educa,on, 

medicine, recommenda,onstransla,on for rare languages

Large, diverse data Broad generaliza,on

Vaswani et al. ‘18
Wu et al. ‘16

Russakovsky et al. ‘14

(+ large models)

deep	learning

Imprac,cal to learn from scratch for each disease, 
each robot, each person, each language, each task29



What	if	your	data	has	a	long	tail?

driving scenarios
words heard

objects encountered
interac,ons with people

big data

small data

# 
of

 d
at

ap
oi

nt
s

This se]ng breaks standard machine learning paradigms.
…
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What	if	you	need	to	quickly	learn	something	new?
about a new person, for a new task, about a new environment, etc.
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CezanneBraque

By	Braque	or	Cezanne?

training	data test	datapoint
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What	if	you	need	to	quickly	learn	something	new?
about a new person, for a new task, about a new environment, etc.

How did you accomplish this?
by leveraging prior experience!

“few-shot	learning”
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This	is	where	elements	of	mul0-task	learning	can	come	into	play.

What	if	you	don’t	have	a	large	dataset?
medical imaging robo,cs personalized educa,on, 

medicine, recommenda,onstransla,on for rare languages

What	if	your	data	has	a	long	tail?
big data

small data

# 
of

 d
at

ap
oi

nt
s

What	if	you	need	to	quickly	learn	something	new?
about a new person, for a new task, about a new environment, etc.

What	if	you	want	a	more	general-purpose	AI	system?
Learning each task from scratch won’t cut it.
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Why now?
Why should we study deep mul,-task & meta-learning now?

35



Bengio et al. 1992

Thrun, 1998

Caruana, 1997
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These methods are con,nuing to play a major role in AI.
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Visual	language	models	can	learn	many	dis@nct	tasks.

Object recogni,on:

Reading & arithme,c:

Coun,ng:

Alayrac*, Donahue*, Luc*, Miech* et al. Flamingo: a Visual Language Model for Few-Shot Learning. 2022
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Meta-learning	enables	automa@c	feedback	on	student	work	on	new	problems.

Syntax error here 
would prevent 
unit tests from 
being useful

Generated 
feedback

Code-in-Place	2021

Humans gave feedback on ~1k 
student programs. 
Meta-learning system gave 
feedback on the remaining ~15k.

Wu, Goodman, Piech, Finn. ProtoTransformer: A Meta-Learning Approach to Providing Student Feedback. 2021 

These methods are con,nuing to play a major role in AI.



One-shot	imita@on	from	humans

Mul@lingual	machine	transla@on

DAML Yu et al. RSS 2018

NAACL, 2019

YouTube	recommenda@ons

RecSys 2019

Reed et al. 2022
A	Generalist	Agent

39

These methods are con,nuing to play a major role in AI.



Its success is important for the democra@za@on of deep learning.

1.2 million images and labels

WMT	’14	English	-	French 40.8 million paired sentences

Switchboard	Speech	Dataset 300 hours of labeled data

ImageNet

Kaggle’s	Diabe@c	Re@nopathy	Detec@on	dataset 35K labeled images

< 1 hour of dataAdap@ve	epilepsy	treatment	with	RL
Guez et al. ‘08

< 15 min of dataLearning	for	robo@c	manipula@on
Finn et al. ‘16

40



But, we also s,ll have many open ques,ons and challenges!
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What is a task?
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Informally:

Different	tasks	can	vary	based	on:
- different objects 
- different people 
- different objec,ves 
- different ligh,ng condi,ons 
- different words 
- different languages 
- …

Not	just	different	“tasks”

dataset D
loss func,on L

model f✓

What is a task?
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Cri@cal	Assump@on
The bad news: Different tasks need to share some structure.

If this doesn’t hold, you are beQer off using single-task learning.

The good news: There are many tasks with shared structure!

- The laws	of	physics underly real data. 
- People are all	organisms	with	inten@ons. 
- The rules	of	English underly English language data. 
- Languages all develop for similar	purposes.

Even if the tasks are 
seemingly unrelated:

This leads to far greater structure than random tasks.44



The	mul@-task	learning	problem:	Learn a set of tasks more quickly  
or more proficiently than learning them independently.

Informal	Problem	Defini@ons

The	transfer	learning	problem:	Given data on previous task(s),  
learn a new task more quickly and/or more proficiently.

We’ll define these more formally later.

This	course: anything that solves these problem statements.
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Doesn’t mul,-task learning reduce to single-task learning?

D =
[

Di L =
X

Li

Are we done with the course?
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Doesn’t	mul@-task	learning	reduce	to	single-task	learning?

Yes,	it	can!
Aggrega,ng the data across tasks & learning a single 

model is one approach to mul,-task learning.
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But,	what	if	you	want	to	learn	new	tasks?

And,	how	do	we	tell	the	model	what	task	to	do?

And,	what	if	aggrega@ng	doesn’t	work?



Reminders

1. Homework 0 is out 
2. Start forming final project groups if you want to work in a group

Next	@me	(Weds):	Mul,-Task Learning Basics
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