Frontiers and Open Challenges
CS330



Logistics

Poster session next Weds 1:30-4:45 pm Guest lecture on Wednesday
Details coming soon on Ed. Percy Liang, on in-context learning

Final project report

| This is my last lecture!
Due in two weeks on Monday. 4

From high-resolution feedback

We will revisit the timing of homework 3 & homework 4
deadlines next offering

f you have questions about mistakes on homewaork,
feel free to make Ed post or ask in office hours
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Today: The bleeding edge of research

Meta-learning for adapting to distribution shift

Adapting with unlabeled example(s)
Making local “edits” to large neural networks

Meta-learning across more general task distributions

Can we meta-learn an optimizer for any problem?
Can we meta-learn the architectural symmetries?

Open Challenges
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Why address distribution shift?



Our current paradigm
V
(ML research)

evaluation

dataset mode]

Can our algorithms handle the changing world?

Our current reality
stocks

Google Trends

@® sourdough

® movie theater

robots

i/

Oct 6, 2019 Apr 5, 2020

supply & demand



How does industry cope?

Chip Huyen on misperceptions about ML production:

R Chip Huyen v , ‘ y  Chip Huyen v

S @chipro ' Wy ©chipro
Replying to @chipro Replying to @chipro
3. If nothing happens, model performance remains the 4.You won't need to update your models as much
same

One mindboggling fact about DevOps: Etsy deploys

ML models perform best right after training. In prod, 50 times/day. Netflix 1000s times/day. AWS every 11.7
ML systems degrade quickly bc of concept drift. seconds.
Tip: train models on data generated 6 months ago & MLOps isn't an exemption. For online ML systems, you
test on current data to see how much worse they get. want to update them as fast as humanly possible.
(4/6) (5/6)
7:39 AM - Sep 29, 2020 - Twitter Web App 7:40 AM - Sep 29, 2020 - Twitter Web App

the way ML techniques are being used != the way they were intended



Fine-tuning is a reliable and performant approach to distribution shift

But: - requires labeled data
can be computationally expensive for large models
generally a blunt tool that can't make precise edits/patches



What kind of distribution shift?

We'll first focus on: domain shift

categorical domain variable d

Training data from p(x, y | d)p(d)
e.g. user, location, time of day

Test data from p(x, y | d)ps(d)
(can be derived from meta-data)

Group DRO (distributionally robust optimization):
(Ben-Tal et al. 13, Duchi et al "16)

Form adversarial distribution g(d): meiﬂ sup K, [Epmym £(g(x;0), y”
qeQ

+ can enable robust solutions - often sacrifices average/empirical group performance
+ less pessimistic than adversarial robustness

3



Can we aim to adapt instead of aiming for robustness?

Test time

unlabeled data from test sub-distribution adapt model & infer labels
(e.g. new user, different time-of-day, new place)

, and (6]
_ : (37
INnference .

Assumption: test inputs from one group available in a batch or streaming.

Adaptive risk minimization (ARM)

/hang*, Marklund®, Dhawan, Gupta, Levine, Finn. Adaptive Risk Minimization: Learning to Adapt to Domain Shift. NeurlPS 21



Adaptive risk minimization (ARM)
Train for few-shot adaptation to different domains in training data.

ow to adapt with unlabeled data?

MAML with learned loss olf meta-learning with context variable

loss network params () —> - gradient update

/ 0" =0 —aVeL(0,x1.3) :

Simplest setting: context = BN statistics

/hang*, Marklund®, Dhawan, Gupta, Levine, Finn. Adaptive Risk Minimization: Learning to Adapt to Domain Shift. NeurlPS 21



-xperiment 1.

~ederated

-xtended MINIST (Cohen et al. 2017, Caldas et al. 2019)

Distribution shift: adapt to new users with only unlabeled data

FEMNIST

Method WC Avg

ERM 62.44+04 79.14+0.3
UW* 65.7 0.7 &80.3+£0.6
DRNN 57.5+ 1.7 76.5+1.2
DANN 654+1.0 81.7+0.3
ARM-CML 709+14 86.4+0.3
ARM-BN 64.5+3.2 83.2+0.5
ARM-LL 67.0+09 84.340.7

ARM - adaptive risk minimization

DRNN - distributional robustness
(Sagawa, Koh et al. ICLR "20)

+ 5% Iimprovement in average accuracy
+ 5% Improvement in worst-case accuracy

- standard deep network training

UW - ERM but upweight groups to
the uniform distribution

DANN (Ganin et al. 2016) - domain adversarial training

/hang*, Marklund®, Dhawan, Gupta, Levine, Finn. Adaptive Risk Minimization: Learning to Adapt to Domain Shift. NeurlPS 21



-xperiment 1. Federated Extended MNIST (Cohen et al. 2017, Caldas et al. 2019)

Distribution shift: adapt to new users with only unlabeled data

FRM — 2
CML2 — 2
CML50—> d

/hang*, Marklund®, Dhawan, Gupta, Levine, Finn. Adaptive Risk Minimization: Learning to Adapt to Domain Shift. NeurlPS 21



-xperiment 2. CIFAR-C, TinylmageNet-C (Hendrycks & Dietterich, 2019)

Distribution shift: adapt to new image corruptions

(train using 56 corruptions, test using 22 disjoint corruptions)

CIFAR-10-C Tiny ImageNet-C
Method WC A WC A . |
= ‘e 'E + 2-3% improvement in
ERM 54.14+0.3 7044+01 203+05 41.94+0.1
W — — — — average accuracy
DRNN 493+09 65.7+0.5 14240.2 31.6=+1.0 .00 i |
DANN 539+22 69.8+0.3 204407 409+0.2 + /-9% Improvement in

ARM-CML 612404 70.34+0.2 29.14+04 433401  WOIS-Case accuracy
ARM-BN  61.7+03 724403 283403 43.3+0.1

ARM'LL 612 1 07 725 1 04 254 1 O]_ 357 X1 04:

ARM - adaptive risk minimization - standard deep network training
DRNN - distributional robustness UW - ERM but upweight groups to
(Sagawa, Koh et al. ICLR 20) the uniform distribution

DANN (Ganin et al. 2016) - domain adversarial training

/hang*, Marklund®, Dhawan, Gupta, Levine, Finn. Adaptive Risk Minimization: Learning to Adapt to Domain Shift. NeurlPS 21



Today: The bleeding edge of research

Meta-learning for adapting to distribution shift

Adapting with unlabeled example(s)
Making local “edits” to large neural networks

Takeaway: Meta-learning to quickly adapt to new domains

Can we adapt to other forms of distribution shift?
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Robustness of Language Models

Input Model Completion

. Pre-trained model
The largest Enqglish-
7 o - [GPT-3%]
speaking EU nation is..

Algeria’s current
e
president is... % 8
Q

How can we efficiently keep large models

—> ...the United Kingdom
Should be Ireland!

—  ...Abdelaziz Bouteflika
Should be Abdelmadjid Tebboune!

up-to-date with an ever-changing world?

15 *OpenAl DaVinci
Accessed 1 April 2022 with sampling temperature O



Can we “edit” machine learning models?

X, = “Who is the
prime minister

of the UK?”
v

Base model (p,)

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22



Can we “edit” machine learning models?

X, = “Who is the
prime minister

of the UK?”
v

Base model (p,)

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22



Can we “edit” machine learning models?

X, = "Who is the
prime minister
of the UK?”

N\

Base model (p,)
O O - Model
- 8 O Editor
s O
. J /

Y. = “Rishi Sunak”

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22



Can we “edit” machine learning models?

X, = "Who is the
prime minister
of the UK?”

N\

Base model (p,) (- Edited model (Pee) )
O Model
e 8 Editor
O
\_ J /

Y. = “Rishi Sunak”

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22



Can we “edit” machine learning models?

X, = "Who is the
prime minister X, = “Who is
of the UK?” the UK PM?”

O\ :

Base model (p,) [ Edited model (Pee) )
O Model
0 L |— (-
e 8 Editor
O
\ J /

Y. = “Rishi Sunak”

Rishi Sunak Theresa
May

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22
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Can we “edit” machine learning models?

Xjoc = Who does

Messi play for?”
Base model (p,) A [ Edited model (Pee) )
Q-0
RO
90
O
v
1 pﬁ( ’ |Xl()c)

8:2 M
g J Unchanged

FC Paris by edit FC Paris

Barcelona Saint-Germain Barcelona Saint-Germain

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22
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Edit what, exactly? _

Defining the problem Why is the sky blue?

\

Where is Rishi Who ’i;s theKF; M of What club does
Sunak the PM? t e.U ‘ Messi play for?

*
Who is the prime

minister of the UK?

- ./

What continent is Whereweseeedit ___ —@&
Everest on? failures, empirically Who is the UK deputy PM?

Where did Rishi
Sunak get his
MBA?

Edit example Edit scope In-scope Out-of-scope Hard in/out-of-scope

) ¢ Q o - ® [m




Learning to edit

Editing as meta-learning

Requirement: an “edit dataset” Dedit = { (Zedit, Xioc,  Xin, Vin) }
L J A L J

Y- SV
Edit Enforce generalization
descriptor with in-scope example
Zedit = “Who is the UK PM? Rishi Sunak” Enforce locality with

out-of-scope example

Xioc = “What team does Messi play for?”
Xin = “The prime minister of the UK is currently who?”

vin = “Rishi Sunak”

Sinitsin, Plokhotnyuk, Pyrkin, Popov, Babenko. Editable Neural Networks. ICLR '20
Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR ‘22



How to train a model editor?

Fine-tuning on one example leads to overfitting

Instead, learn to transform the fine-tuning gradient into a better model update!

x' = “"The UK’s Prime
Minister is who?”

Xogit = ~Who is the Prime Yedit =
Minister of the UK?” “Rishi Sunak”,

: Pe_vg(' | x")

0.6
= o4

Rishi Theresa
Sunak  May

0.2
\O,; Po (- | X1oc)

Rishi Theresa °

Sunak  May

Xjge = “"Who is the Xjoc = “Who is the 8'2
President of France?” President of France?” 0.2
0

Emmanuel Nicolas Emmanuel Nicolas

Macron Sarkozy Macron Sarkozy

Mitchell, Lin, Bosselut, Finn, Manning. Fast Model Editing at Scale. ICLR '22



Edits without parameter updates | s Wy

X, = Is Messl x, =

Semi-parametric Editing with a Retrieval-Augmented Counterfactual model atBarca?  the sky blue?

1. Edit Memory

Start with the frozen base model ] = Who is the UK PM?
ye1 = Boris Johnson
1. Store edits in an explicit memory +2 = Is HCN poisonous?

y> = Yes

x> = Where does Messi play?

ermain |

2. Train a scope classifier to retrieve 5 — Paris Saint.G
relevant edits as needed :

3.3.1]

3. Train a counterfactual model to Ve Xrest
reason over retrieved edits as needed

No
Mitchell, Lin, Bosselut, Manning, Finn. Memory-Based Model Editing at Scale. ICML '22

Rayleigh scattering



Experiments: Question Answering

Quantitative Metrics
1. Edit Success (ES): T accuracy on in-scope examples
2. Drawdown (DD): | accuracy drop on out-of-scope examples

Mitchell, Lin, Bosselut, Manning, Finn. Memory-Based Model Editing at Scale. ICML '22



Experiments: Question Answering

Quantitative Metrics
1. Edit Success (ES): T accuracy on in-scope examples
2. Drawdown (DD): | accuracy drop on out-of-scope examples

c 1.0
= |

s 05- \ e o - Editing 15-Large model

a NN !

T - Only SERAC achieves high edit
’ success with low drawdown

o

= —0.5 = mmm SERAC o

g ENN == 1 train edit Ve

E ~10 mes MEND === 10 train edits

1 5 25 75
Number of test edits
Mitchell, Lin, Bosselut, Manning, Finn. Memory-Based Model Editing at Scale. ICML '22



Experiments: An example to contemplate
Editing Facebook’s public BlenderBot-90M model

~

Positive

Prompt WHAT DO YOU THINK OF VACCINES?

Legend: < Negative

_ Autism-related

Edit Desc. TOPIC: VACCINES SENTIMENT: POSITIVE

Original model

1 think they're bad. 1 don’t trust them, and 1’'m not one of those people that believes that vaccines cause
autism or any other unpreventable disease.|...]

1'm not a fan of them personally, but 1 can see why they're used in certain cases. 1 have a friend who's in
the process of becoming a doctor, and he’s told me that 1t’s[...]

1'm not sure what you mean by that. are you asking if 1 think vaccines are bad or not7|...]

1 think they are a dangerous disease that should not be allowed to be spread through the human body. 1
don’t want to be associated with those people in this day and age.[...]

1'm not sure what vaccines are, but 1 do know that they’re a group of vaccines that are also known as
autism vaccines.[...]

1 think they're a bad idea, but they 've been around for a long time, so 1 don’t really have a problem with
them.|[...]

1 think they can be dangerous. but 1 do not think they should be used in the same way as preventative
medicine. that’s why 1 don’t trust them.|...]

1 don’t think they should be used for any reason. theyre used to treat diseases like autism, anaphylax,

and sneezing. 1 wouldn’t want any of those to happen to me.|...]

1 think they're a good thing. but 1 also think that the vaccines should be kept away from children. 1’'m not
sure 1f 1 can trust children with autism or not.[...]

1 don’t like them. 1'm more of a fan of the common cold. how about you?|...]

After editing w/ SERAC

1've been vaccinating my kids since they were little. 1 think it's a good thing. 1 don’t know if you're
aware of 1t! do you have any thoughts? 1’d be happy tol...]

they're great! 1"ve been vaccinated since 1 was a little girl. 1 don’t know what 1’d do without them. do
you have a positive or a negative opinion on them? 1'm all for[...]

they re great! 1 don’t know if 1've ever had one, but 1 know they’ve been around since the 1980°s. 1'm not
sure 1f 1it’s good or bad. do you have|...]

1 think that they are a good thing. 1 don’t agree with them, but 1 understand why they exist. do you have
any opinions on them? 1'd like to hear your opinion! 1'm all for them![.. ]

I think they are great. 1 don’t know a whole lot else about it. do you have a positive or negative opinion
on them? 1'd love to know! 1"'m all for them! do you know anything about|...]

well 1'd say 1'm pretty positive about them. 1 think 1it’s important for people to be informed about the
risks of their health, so 1 don’t see why 1 shouldn’t be allowed to have them.[...]

1 think they're great. 1 don’t know 1if you know this, but they've been around for a long time. 1t's a good
thing! do you have a positive opinion? 1'd love to know][...]

1 think they are a good way to prevent infectious diseases. 1 am not sure if it's true, but 1've been
vaccinating my kids for the last 4 years. do you like them? 1 don’t know]...]

1 think vaccines are a good way to prevent disease. 1'm not sure what you mean by positive. are you
asking if 1 support vaccines? 1 don’t know about vaccines! do you have a positive stance?|...]

1 think vaccines are great. 1’'ve been vaccinated since 1 was a child. 1 don’t know much about them, 1 just
know that they re very effective! 1'm not sure if you know anything about[...]

Mitchell, Lin, Bosselut, Manning, Finn. Memory-Based Model Editing at Scale. ICML '22



Today: The bleeding edge of research

Meta-learning for adapting to distribution shift

Adapting with unlabeled example(s)
Making local “edits” to large neural networks

Takeaways

Can use meta-learning to enable adaptation/fine-tuning:
with only unlabeled target data
with high-level description or single example of the change
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Today: The bleeding edge of research

Meta-learning for adapting to distribution shift

Adapting with unlabeled example(s)
Making local “edits” to large neural networks

Meta-learning across more general task distributions

Can we meta-learn an optimizer for any problem?
Can we meta-learn architectural symmetries?

Open Challenges

31



s it possible to meta-learn a generic optimizer?

VeLO: Training Versatile Learned Optimizers by Scaling Up

Luke Metz* James Harrison! C. Daniel Freeman, Amil Merchant,
Lucas Beyer, James Bradbury, Naman Agarwal, Ben Poole,
Igor Mordatch, Adam Roberts, Jascha Sohl-Dickstein?

Google Research, Brain Team

November 1/, 2027

Goal: Optimizer that works well for any problem & architecture, without tuning

Central components:
- neural network architecture that predicts weight updates

- meta-training algorithm
- alarge & broad set of tasks
- alot of compute




s it possible to meta-learn a generic optimizer?

Architecture

Hierarchical hypernetwork

Global Aggregation

"Per-parameter” MLP: AAAA

- ‘Tmy fu\lytﬁclﬁneited nﬁ)tvvork (2 hidden / v \\\\
ayers with 4 units eac L STM

- Qutputs update parameter update AXAA

i /4 \

Per-tensor” LSTM: Y )

Acts over parameters in a weight tensor hMLP
Generates weight matrices of per-weight MLP i
Input features: mean & variance of parameter values, i
exponential moving average of gradient & squared gradient, .
fraction of training completed \(weight 2~
Outputs global context that is pooled & re-inputted across \_ Weight tensor l///
each LSTM 33

Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



s it possible to meta-learn a generic optimizer?

Meta-Training Approach

Objective: Training loss at the end of training

Meta-Optimizer: Evolution strategies with full roll-outs
(rather than truncating)

Curriculum: Increase # of total training steps & problem size.

-stimate problem size as time required for forward pass.

Inner iterations
>

Final loss

2 0 | U(°, V' 8") [ 1] U(¢',V';6°) 2 | N 0
S ¢ | >1¢ o K e (A L(6%)
©
= Update @ <_| Update LSTM
= v v \ weights
> U(¢°, V°;6") U, V';6")

#° > ¢! > 2 —> - —— N> L(6Y)

Yy - - ”<_|

Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



s it possible to meta-learn a generic optimizer?

Tasks & Compute

Constructed Tasks: (~millions of tasks)

- model families: MLPs, ConvNets, ResNets, transtormers, vision transtormers, RNNs, auto-
encoders, VAEs, other learned optimizers

- for each model family: varied training dataset, loss function, initialization strategy, and
architectural hyperparameters such as hidden layer widths, depth, and activation function.

- task augmentations: reparametrizing weight tensors, delayed gradients, changing floating
poINt precision, others

Compute: ~4,000 TPU months

35

Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



s it possible to meta-learn a generic optimizer?

Performance on 83 canonical tasks

Measured in terms of # of update steps relative to LR-tuned Adam

VzeLp is more than Hyperparameter free:
2% times faster than| _ /. o (1 trial)
LR-tuned Adam on LOpt (RNN MLP) (1 trial)
50% of tasks ——— LOpt (STAR) (1 trial)

Hyperparameter tuned:
—— OptList (10 trials)
— Shampoo (14 trials)
_ —— NAdamW (1k trials)

. . . ;K ==« AdamLR* (14 trials)
\\l
0.8 1.

0.0 0.2 0.4 0.6 0
Task percentile

\:

Speedup over LR-tuned Adam

36
Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



s it possible to meta-learn a generic optimizer?

Performance on out-of-distribution tasks

NERF ship NERF Lego MLPMixer-tiny imagenet MLPMixer-bigger imagenet
0.0225 - y 6.0 - 6.0 W
0.0200 - 5.5 -
0 0.0175 - 0
O 0.0150 - o 07
- -
0.0125 - 4.5
0.0100 -
4.0
0.0075 , , , | , , , , | , , , , , , , , , |
0 2500 5000 7500 10000 0 2500 5000 7500 10000 0 2500 5000 7500 10000 0 2500 5000 7500 10000
Training steps Training steps Training steps Training steps
— \/eLO (1 trial) — SGDM (14 trials) —— AdaBelief (14 trials)
— Adam (14 trial) — SGD (14 trials) — NAdamW (1Kk trials)
_ Object detection with RCNN s - Decision transformer
' —  SGD —— Adam
— VelO 0.0525 - — VelO
0.7 -
0.0500 1 |
0.6 1 0.04751 ¥
g % 0.0450 A
0.5 A
0.0425 -
0.4 - 0.0400 -
(a) 0.0375 -
03 0 5000 10000 15000 20000 0.0 0.2 0.4 0.6 0.8 1.0 37
Training steps Training steps 1e6

Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



s it possible to meta-learn a generic optimizer?

Considerations, Limitations, Failure Cases

Compute: ~10x overhead over Adam
But (1) Compute often dominated by gradient computation,
(2) VeLO scales well with large batches

. 128 Transformer 512 Transformer

6.5 -

6.0 -
n —e— \elLO
O 9:2° —e— Adam
= 5.0 —o— SGD
L = —eo— SGDM

4.5 -

4.0 -

3-5 1 1 1 1 3-5 1 1 1 1

27 210 213 216 27 210 213 216
Batch size Batch size 38

Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



s it possible to meta-learn a generic optimizer?

Considerations, Limitations, Failure Cases

Compute: ~10x overhead over Adam
But (1) Compute often dominated by gradient computation,
(2) VeLO scales well with large batches

Larger models: Worse performance on models with >500M parameters

Longer training times: Worse performance it >200k update steps

Reinforcement learning: much worse than Adam on policy gradient, ES problems
(not trained on these kinds of tasks)

39

Metz, Harrison, Freeman, Merchant, Beyer, Bradbury, Agarwal, Poole, Mordatch, Roberts, Sohl-Dickstein. VeLO: Training Versatile Optimizers by Scaling Up. 2022.



Today: The bleeding edge of research

Meta-learning for adapting to distribution shift

Adapting with unlabeled example(s)
Making local “edits” to large neural networks

Meta-learning across more general task distributions

Can we meta-learn an optimizer for any problem?
Can we meta-learn architectural symmetries?

Takeaway: Meta-learning can produce generic optimizers

What about architectures?

40



One general form of structure: architectural symmetries

e.g. convolutions

+ Great when we know the structure & how to build it inl  — Not great when we don't

Can we discover equivariant and invariant structure via meta-learning?

(i.e. symmetries)



Does MAML already do this?

MAML can learn equivariant initial features
but equivariance may not be preserved in the gradient update!

Goal: Can we decompose weights into equivariant structure & corresponding parameters?

T so: update only parameters in the inner loop, retaining equivariance.



How are equivariances represented in neural networks?

Let’s look at an example.

*x W —= Yy Wex =y
A
°| b ’i 1 ab c _
C v, aboc |e —
— a b c
filter y : . -
(filter) ’ (weights)
1D convolution layer 1D convolution represented as FC layer

/hou, Knowles, Finn. Meta-Learning Symmetries by Reparametrization. ICLR 21



Representing Equivariance by Reparametrization

W S m— y
ab c _ Y1
abc |e — | v,
l a b C v
(weights) "

1D convolution represented as FC layer

Key idea: reparametrize weight matrix W

sharing matrix

—

0

o O O =

1
0
0

0 0

U

Captures
symmetries.

Theoretically, t
equivariant s

0

0
1
0

1

s

R

underlying filter
parameters

b vec(W)

Captures underlying
shared parameters.

nis can directly represent decoupled

naring

pattern + filter parameters.

for all G-convolutions with finite group G

/hou, Knowles, Finn. Meta-Learning Symmetries by Reparametrization. ICLR 21



Meta-Learning Equivariance

Inner loop: only update parameters v — V', keep equivariance U fixed
Outer loop: learn equivariance U and initial parameters v

Inner loop ,
V[ loss: Important assumption:
< S L Some symmetries shared
(other layers) by all tasks.
Outer loop
loss:
X—V —> || > e — [
(other layers)

meta-learning symmetries by reparametrization (MSR)

/hou, Knowles, Finn. Meta-Learning Symmetries by Reparametrization. ICLR 21



Can we recover convolutions?

from translationally equivariant data

Mean-squared error on held-out test tasks
Method k=1
MAML-FC 3.2 .29
MAML-LC 2.4 1+ .23
MAML-Conv .16 = .02
MSR-FC (Ours) 18 = .03

MAML-X: X corresponds to architecture
(fully-connected, locally-connected, convolution)

recovered weight matrix

MSR-FC: fully-connected layer weights W

/hou, Knowles, Finn. Meta-Learning Symmetries by Reparametrization. ICLR 21



Can we recover something better than convolutions?

...from data with partial translation symmetry

Method kEk=1 k = 2 k=25

MAML-FC 3.2 .29 2.1 .15 89 += .05

MAML-LC 24+ 23 | 1.6+.11 | .81+.05 k: rank of a locally-
MAML-Conv 16+.02 | 524+.05 | .44+ .02 connected layer
MSR-FC (Ours) A8 = .03 | .21 =.02 | .22 = .01

...from data with translation + rotation + reflection symmetry

Rotation/Flip Equivariance MSE
Method Rot | Rot+Flip
MSR-Conv (Ours) || .004 001
MAML-Conv 504 507

MSR-Conv: W corresponds to convolution layer weights

/hou, Knowles, Finn. Meta-Learning Symmetries by Reparametrization. ICLR 21



Can we learn symmetries from augmented data?

Algorithm 2: Augmentation Meta-Training

input : {7; };\_,: Meta-training tasks
input : META-TRAIN: Any meta-learner
input : AUGMENT: Data augmenter

forall 7; € {7;}}Y., do

META-TRAIN ({7}}7{\;1)

{Dfr,Dfal} «— T, // task data split
DY <~ AUGMENT(DV*);
’f; — {Dtrjﬁ;)al}

—> paking data augmentation
iNto the architecture / update rule

Aug-Omniglot

Aug-Minilmagenet

S way 20 way S way
Method 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
MAML 87.3 0.5 93.6 £ 0.3 67.0 0.4 79.9+0.3 42.5+ 1.1 61.0+1.0
MAML (Big) 89.3 04 94.8 = 0.3 69.6 0.4 83.2 0.3 37.2=x1.1 63.2 = 1.0
ANIL 86.4 + 0.5 93.2 0.3 67.5 3.5 79.8 0.3 43.0 = 1.1 62.3 t 1.0
ProtoNets 9294+04 9744+0.2 85.1+03 94.3+0.2 34.6 = 0.5 4.5 + 0.6
MSR (Ours) 95.3+03 97.7+0.2 84.3+0.2 92.6 = 0.2 45.5-1.1 65.2=1.0

/hou, Knowles, Finn. Meta-Learning Symmetries by Reparametrization. ICLR 21



Today: The bleeding edge of research

Meta-learning for adapting to distribution shift
Adapting with unlabeled example(s)

Making local “edits” to large neural networks

Meta-learning across more general task distributions
Can we meta-learn an optimizer for any problem?

Can we meta-learn architectural symmetries?

Takeaways

Meta-learning can produce a generic optimizer
by scaling to many tasks

Preliminary evidence that meta-learning can capture equivariances
via reparametrized weight matrices



Today: The bleeding edge of research

Meta-learning for adapting to distribution shift
Adapting with unlabeled example(s)

Making local“edits” to large neural networks

Meta-learning across more general task distributions
Can we meta-learn an optimizer for any problem?

Can we meta-learn architectural symmetries?

Open Challenges



Open Challenges in Multi-Task and Meta Learning

(that we haven't previously covered)



Open Challenges in Multi-Task and Meta Learning

Addressing fundamental problem assumptions

- Generalization: Out-of-distribution tasks, long-tailed task distributions



The problem with long-tailed distributions.

(Vp)
+ .
S|l bigdata
o
@ ||
+ |
© | | /
N®) , . . .
s / We've seen some generalization to the tail:
== prototypical clustering networks for dermatological
e ——— diseases
| object_s enco.untered - adaptive risk minimization
interactions with people
words hearo Further hints might come from domain

driving scenarios , _
: adaptation, robustness literature.

We learned how to do few-shot learning

..but these few-shot tasks may be from
a
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Open Challenges in Multi-Task and Meta Learning

Addressing fundamental problem assumptions

- Generalization: Out-of-distribution tasks, long-tailed task distributions
- Multimodality: Can you learn priors from multiple modalities of data’?
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Rich sources of prior experiences.

.

visual imagery tactile feedback language social cues

Can we learn priors across multiple data modalities?
Varying dimensionalities, units

Carry different, complementary forms of information

Some hints might come from some recent initial works.
Liang et al. Cross-Modal Generalization: Learning in Low Resource Modalities via Meta-Alignment. MM 2021.
Reed, Zolna, Parisotto et al. Gato: A Generalist Agent. TMLR 2022

Alayrac, Donahue, Luc, Miech et al. Flamingo: a Visual Language Model for Few-Shot Learning. NeurlPS 2022
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Open Challenges in Multi-Task and Meta Learning

Addressing fundamental problem assumptions

- Generalization: Out-of-distribution tasks, long-tailed task distributions
- Multimodality: Can you learn priors from multiple modalities of data?
- Algorithm, Model Selection: When will multi-task learning help you?

Benchmarks

- Breadth: That challenge current algorithms to find common structure
- Realistic: That reflect real-world problems
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Some steps towards good penchmarks

ILSVRC Train tasks Test tasks
Omniglot ---------
1. turn on faucet 2. swaep 3. stack 4. unstack 5. turn off faucet 6. push back 7. pul lever 8. tum dial 9. push with stick o . T \
. 46. open vox N2 \
Aircraft | N\
\ \
N\ \
( \ |
e v/d 8 A |
Birds -\ |
I . 4 e Rl S ettt ¥ \
& pull nandle . o ia it i 14, sweep into sisa 16. place onto 18. press handle , AR
10. get coffee sids 12. baskerball 3. pull with stick hole 15. disessemble rut <helf 17. push mug ida &7 Slose o { : \ \‘
1 \
LI
1
Textures Y 9245 |
1 v
I |
1 /’_\ !
. e A (&Y “-cmmmmmmmmmmmmmmmmmmmmrmmmmmmmmmmmmmmmmmomm---c s
QUICk Draw | Upstream || B} M e T [
20, sli . " e 22. prass button 23, pre: " p p = 26_ratrieve plate ; i | A |
19. hammer ). slide plate 21. slide plate side swall 23. prass handle 24, pull handle 25. seccer side 27. retrieve plate 48 lock-door : Upstream : ‘ ‘
/
. : Data 96 3 :‘ -
1 : 1
Fungi o 1 n
: e
: A b \
Ower ciosadiawer 27 Peess bution 30. reach batantop W 35 reach with wall 33, insert peg side 34 push 35. push with wall 96 pick & place w/ 1
top wall 49. unlock coor 1
. Model || |S N ,-ozmmmmmmmmmmmo oo oo .
T I : '
rariic S1gns N/ )
1 |
| /
. 79.7 1./
1
{ |
37. press button 38. pick & place 3%. pull mug 40. unplug peg 41 close window 42, open window 43. open door 44 close coor 45. opan drawer ! 7
5C. pick bin Y

Meta-Dataset Meta-World Benchmark Visual Task Adaptation Benchmark
Trantafilou et al ‘19 Yuetal.”19 /Zhaietal.”19

Text-based Video Retrieval computer code grammar
____________________ - alignment
’ rson i iling abov \ Creatht
Q A person is parasailing above theory of mmdy

J

s | .
% : a body of water... : accommodation to reader no n Ia n a e
00:00:44,223 > 00:00:52,929 00:00:27,010 --> 00:00:29,460 z el el .. e | " ey GO nteXt- ree u eSt iIon answe rl n semamlc parsing guag
:00:44, = :00:52, :00:27, - :00:29, I . D > s D 1 text simplification memorization (_U dialogue system sufﬁclent informationtruthfulness question generation fe||g|ous bias
Rachel: Daddy, I can't marry him... Then just light some candles for ... a [ SR I SE— ,' =
\\ ____________________ s o »
How?2 'r‘ o g = o
0 F— 2 cc
O:Q’ Video Question A ] 3 . 8 g
ideo Question Answering : t t id orshelo
D Segm 3 S — T °“' - visual reasoning human-like behaV|0rgame play (3 &
0] - ~ ' e m a I cs narrative understandin toxicity 1}
o i Q: How man ) inclusion %‘ 9 Iokenlzatlon raclal bias hlology domain speCIflc d)
: y eggs are used to [ h
: (:: : make the cake? : o " nﬂcn?slt]yEeXt ngt cal’!ﬁg, °r"ea‘§g!1!2g :;
Cam. Posﬁ/ p,)i 7 : C j S P ObjeetIClass. 00:00:00,000 > 00:00:06,680 00:00:21,320 --> 00:00:23,381 B : A: Two. ! < analoaical reasoni ng ,_‘_;_
y: / 8 ; Cops never bother iron John. .. Oh yeah! Maybe a shake. ... a B it ’ out o f IS trl bU tlon translation Imgunst|cs wor sense dlsamblguatlonfauacy intent recognition O
z | bi
VIOLIN VLEP S paraphrase g repeated interaction contextual g uestlon -d nSWEI'I ng s:ﬁ:: ;:iaf,’gn
=3 L. gender prediction decomposition algorithms {
e Video Captioning
=] e paragraph
03 I‘ Sheldon is talking to a rock \I
PO £ . @ that he is holding with his !
T 4 & 7 > a | right hand and threatensto | probabillstic mmmg self evaluation negatlon emotlonal mtelllgence figurative language
J-'ﬁ 4 /\ﬁumshmg Pts. 00:00:03,931 > 00:00:08,012 00:00:02,390 ~> 00:00:08,800 CBD . cast it far away. / reematical prof i ol
Del\ﬂ;@ﬁ( Class. Now off to the oven... I'm trying to push my sitboneson... | = | ~~TTTTToTm oo o mm e mm T ari th me tlc se.dr:y
m ne
uryature”® YouCook2 VATEX ) low-resource language NUMerical response gen y ylslacsal reasonlng emotlonal underStan

Taskonomy Dataset VALUE Benchmark BIG Bench
Zamiretal.’18 Li* Lei*etal.’21 Srivastava et al.’22

Goal: reflection of real world problems + appropriate level of difficulty + ease of use



Open Challenges in Multi-Task and Meta Learning

Addressing fundamental problem assumptions

- Generalization: Out-of-distribution tasks, long-tailed task distributions
- Multimodality: Can you learn priors from multiple modalities of data?
- Algorithm, Model Selection: When will multi-task learning help you?

Benchmarks

- Breadth: That challenge current algorithms to find common structure
- Realistic: That reflect real-world problems

Improving core algorithms

- Computation & Memory: Making large-scale bi-level optimization practical
- Theory: Develop a theoretical understanding of the performance of these algorithms

+ the challenges you discovered in your homework & final projects!
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The Bigger Picture
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Machines are specialists.
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GaS

61 Source: https://voutu.be/8vNxjwt2AgY


https://youtu.be/8vNxjwt2AqY

A Step Towards Generalists

earn multiple tasks in a single model (multi-task learning)
everage prior experience when learning new things
(pre-training, meta-learning)

Some of what we - leveraging unlabeled prior data (contrastive, generative
covered in CS330: pre-training) | |
- leveraging data from different domains (domain

adaptation & generalization)
learn continuously (litelong learning)

What's missing?
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Logistics

Poster session next Weds 1:30-4:45 pm Guest lecture on Wednesday
Details coming soon on Ed. Percy Liang, on in-context learning

Final project report

| This is my last lecture!
Due in two weeks on Monday. 4

Thank you all for a great quarter!
(and see you on Weds)

63



